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Summary of our method & Final Graphs:

• 1. Summary Graphs:

• - Generated summary graphs, including barplots and 
correlation heatmaps, to provide a concise visual overview 
of the dataset.

•

• 2. Model Performance Graphs:

• - Presented ROC curves with AUC values to showcase the 
performance of both logistic regression and decision tree 
models.
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Summary of our Graphs
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Logistic Regression Modeling:

• 1. Variable Selection:

•    - Logistic regression models were built to predict 
loan defaults.

•    - Significant predictors were identified based on p-
values.

•    - Variable selection was performed by excluding 
correlated variables and using stepwise regression.

•

• 2. Model Evaluation:

•    - The performance of the logistic regression model 
was evaluated using ROC curves and the Area Under 
Curve (AUC).

• 3. Visualization of Model Response:

•    - The impact of variables on the probability of 
default was visualized using the plotmo package.
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Continuation…



Objectives

• Model Selection 
• Minimize false negative rate

• Maximize AUC

• Optimization
• Balance the maximization of:

• Return on Investment (ROI)

• Market Share

• Profit
• Emphasis on profitability given we are dealing with a mature industry

• Factors into consistent returns to stakeholders
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Original Tree Model Results

•  We predicted the binary decision 
of default as a function of the 
interest rate, credit policy and fico 
score.

• Credit policy is the root node; 
having it accounts for 84% of the 
tree’s predictive capabilities 
which are broken down by 
interest rate- and fico-derived 
nodes
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AUC Analysis – Original Tree Model & Logistic Regression

• The initial KPI used in 
comparing our tree 
model to the logistic 
model is AUC.

• Based off our AUC scale, 
both models fall within 
the “good” category 
within a small margin 
(0.8-0.9), however the 
tree model performs 
slightly better. 
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Counterfactual Analysis – Original Tree Model and Logistic Regression

• Tree counterfactual analysis (~12% false 
negative rate): 

 FALSE TRUE

  0  4206 3839

  1   572  961

• Logistic counterfactual analysis (~10% 
false negative rate):

 FALSE TRUE

  0  4582 3463

  1   519 1014
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•  Our counterfactual analysis 
reveals a more significant 
difference in performance 
between the models.

• Through our analysis, we observe 
an approximately 2% false 
negative rate of the tree model.

• Therefore, the logistic model 
significantly outperforms the tree 
model despite disproportionately 
lower SUC. 



Model Comparison and Selection – Logistic (Rev.)
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Model Comparison and Selection – Random Forest

• ***

• ***
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Model Comparison and Selection

12

• False Negative Rate:   
• 9.52% (Logistic 

Regression)
• 9.37% (Random 

Forest)

• AUC:   
• 68.23% (Logistic 

Regression)
• 66.25% (Random 

Forest)



Optimization Model Description

• Optimal Threshold:   16%

• A 16% threshold is not 
only market-realistic – it 
also maximizes total 
expected profit from rates 
between 0 and 16%.
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Conclusion

• Model Selection 
• Given comparatively slight difference in the false negative rates, move forward with 

the revised logistic regression model given significantly higher AUC scoring. 

• Model Optimization
• Move forward with a 16% threshold to maximize profitability (with market share 

and ROI as ancillary to this optimization maximization). 
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